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ABSTRACT 

In April 2024, the European Union’s Regulation on the Transparency
and Targeting of Political Advertising (PAR) entered into force. In
further efforts to ensure a transparent, safe, predictable and trust‐
worthy online environment within the EU — particularly in the wake
of the Cambridge Analytica scandal — the Regulation aims to re‐
spond to the dangers and misuse of microtargeting,  a sophistic‐
ated data-based method of online manipulation. Despite PAR’s lofty
aspirations,  the  nature  and  functions  of  online  manipulation  are
fraught  with  more  conceptual  and  regulatory  difficulties  than  it
appears  to  acknowledge or  resolve.  First,  PAR’s  reliance on out‐
moded data protection principles and their  largely unforeseeable
effects on data disposition and aggregation complicate the prob‐
lem of online user consent. Second, without adopting a broader “su‐
pervisory  perspective”  for  identifying  harmful  microtargeting  and
interest  misalignment,  PAR  risks  endorsing  only  transparency
without accountability. Third, a noticeable regulatory loophole risks
prompting a surge in unregulated political advertising through plat‐
forms’ existing posting functionality. Finally, persistent undertheor‐
ising of  the underlying nature  and effects  of  microtargeting pre‐
cludes a comprehensive evaluation of its broader social harms and
compatibility with democratic principles. Building on our two previ‐
ous Digital Iatrogenesis and Differential Diagnosis eucrim publica‐
tions, this article aims to further highlight and provoke thought and
discussion  about  the  more  latent  and  structural  challenges  of
global digital media regulation.
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I. Introduction

Our contemporary digital media landscape continues to exhibit unforeseen regulatory tensions and harms.

Perhaps most revealing is the phenomenon of microtargeting,1 a sophisticated data-based method of online

manipulation.2 Though first arising in commercial settings, the upsurge in such techniques – especially

psychographic profiling using machine learning and artificial intelligence (AI)3 – now encompasses a grow‐

ing political dimension evidenced by the rise of personalised advertising. The threats of this darker side of

democracy’s “algorithmic turn” are evidenced by the notorious Cambridge Analytica scandal,4 which exposed

the firm’s misuse of Facebook data, and its suspected high-jacking of the Brexit referendum and the 2016 US

Presidential election.5 For those initially unpersuaded of microtargeting’s dangers and misuse, its reach and

powers have only intensified over the years. Besides being an obvious affront to personal autonomy and

privacy, its seldom acknowledged aims of extracting hidden data and surprising correlations – and turning

such sensitive information into votes – presents unprecedented structural risks to our democracies.

Prompting concerns with election insecurity, digital repression, and disinformation,6 this risky and scarcely

understood technology also challenges uncritical use of regulatory approaches based on conventional data

protection principles, and continued reliance upon overly-narrow definitions of “data-driven“ harms.

The EU has been among the first responders. Its recent Regulation on the Transparency and Targeting of

Political Advertising (PAR) entered into force on 9 April 2024.7 Besides prioritising privacy and personal data

protection, PAR’s numerous recitals allude to additional objectives of strengthening democracy and safe‐

guarding electoral integrity. Despite Strasburg Court jurisprudence limiting EU regulatory intervention in

Member States’ approaches to paid political advertising,8 PAR nonetheless aims to harmonise “transpar‐

ency” requirements as a central aspect of doing so.9 This new harmonising measure complements a wide

range of existing online regulations, including the Digital Services Act (DSA),10 the Digital Markets Act (DMA),
11 and the General Data Protection Regulation (GDPR).12 Overall, as explored in our earlier Digital Iatrogenes‐

is and Differential Diagnosis eucrim articles 13— which aimed to highlight and provoke thought and discus‐

sion about the more latent and structural challenges of digital media regulation — PAR purports to add yet

another piece to the broader regulatory puzzle of ensuring a safer digital environment in which EU online

users’ fundamental rights are protected. But does it?

Despite rising awareness of the internet’s use as a powerful surveillance, profiling, and advertising tool,14

scholarship germane to this matter suggests that the nature and functions of online manipulation pose more

conceptual and regulatory challenges than PAR acknowledges or resolves. As shown below in Sections II to

V, our analysis of this scholarship raises the following four criticisms of PAR’s regulatory approach. First,

PAR’s reliance on outmoded data paradigms and their largely unforeseeable effects on data disposition (and

aggregation) complicate the problem of user consent. Second, unless a broader “supervisory perspective” or

radical form of third-party-led data oversight is adopted, PAR risks (ironically) endorsing only transparency 

without accountability. Third, a noticeable regulatory loophole risks prompting a surge in unregulated political

advertising through platforms’ existing posting functionality. Finally, persistent undertheorising of microtar‐

geting’s underlying nature and effects precludes a comprehensive evaluation of its broader social harms and

compatibility with democratic principles.

II. Nature and Harms of Political Microtargeting

Before assessing PAR’s specific regulatory aims and approach, it is important to review the nature of political

microtargeting, the vital preconditions for its emergence, and its growing harms to individuals and society.
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1. Nature and emergence of microtargeting

a) Online manipulation

It is essential to first distinguish political microtargeting from other forms of influence. Privacy scholars have

coined the term “online manipulation” to highlight the many concealed practices enabled by today’s rapidly

evolving digital media environment. Whether considering Facebook’s microtargeting of vulnerable teenagers,
15 Uber’s algorithmic profit nudging of its labour force,16 or Cambridge Analytica’s early use of psychographic

profiling to manipulate electoral outcomes,17 common to each is the exercise of hidden influence — the cov‐

ert subversion of another person’s decision-making power. Compared to persuasion, which appeals to con‐

scious deliberation, or coercion, which materially restricts one’s options, manipulation exploits another’s

weaknesses and vulnerabilities to steer their decision-making process towards the manipulator’s ends. As a

longstanding but underestimated example of online manipulation, microtargeting involves a deliberate mis‐

alignment of user interests.

b) Informational asymmetries and laissez-faire data disposition

While almost anyone can deceive (e.g. commit fraud), online manipulation requires a large power or know‐

ledge imbalance rendering individuals susceptible to exploitation. It is therefore not surprising that

microtargeting flourishes in today’s digital media ecology, which is typified by acute informational asymmet‐

ries and a particularly laissez-faire regulatory approach to the flow and protection of disclosed information.

Besides the data we shed “voluntarily” on social media, digital platforms’ dynamic, interactive, intrusive, and

highly-personalisable choice architecture makes them an unprecedentedly powerful tool for hyper-targeted

manipulation.

c) Outmoded data paradigms 

This informational imbalance gives rise to a distinct regulatory anomaly, where data traffickers and digital

platforms, whose interests may not align with those of their users, have both the intimate knowledge and

relational proximity necessary to manipulate them commercially and politically. This anomaly is effectively

explained by the principle of “privacy-as-concealment”.18 Described as the “original sin” of the digital market,
19 this equates privacy with consumers’ ability to conceal information. Once information is “disclosed”

online, users are treated as having relinquished their privacy and any reasonable expectation of data control.

Except for persons having directly contracted with consumer-facing firms, disclosed information is generally 

not regulated and may be aggregated and sold freely.20 This has become problematic as data traffickers’

secondary use of information lacks transparency, and thereby harms users in potentially uncontrollable

ways. These data traffickers (or aggregators) have no interaction or privity of contract with persons they

target, and arguably represent the “real engine” of online manipulation. Scholars caution that focussing

regulatory efforts only on platforms’ Terms of Use merely facilitates outsourcing poor data practices to

ungoverned third parties.21

2. From explicit to informed consent

Making matters worse, the largely unforeseeable effects of informational asymmetries and data disposition

also complicate issues of consent, provoking calls for more stringent requirements analogous to the medical

doctrine of informed consent.22 According to this doctrine, consent must be “knowledgeable” in some mean‐

ingful sense in order to ensure awareness and to protect an individual’s ability to make autonomous de‐

cisions. Much like physicians disclosing detailed information vital to a patient’s decision about proposed

treatment and interventions, digital platforms should provide online users with a summary in plain language
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of potential risks and benefits associated with data disposition (including political microtargeting).23 This

would enable users to give meaningful consent to any data disclosure. “Explicit consent”, hence, is not

sufficient, particularly if users are unaware of a potentially harmful secondary (or even tertiary) use of their

data. Arguably only informed consent is capable of mitigating such informational imbalances (which enable

digital platforms to exploit their data subjects), and protecting the self-determination of online users.

3. Microtargeting as a data-driven harm

Lastly, reflexively framing data misuse within individual privacy norms is increasingly seen as an “outdated

paradigm” that overlooks rising structural threats to democracy. Since election interference and voter

manipulation are harms affecting public interests, privacy is no longer just an individual issue, but a net‐

worked phenomenon requiring networked solutions.24 Alongside calls to reconceptualise cybersecurity law

and the “strict tangibility approach” to data-breach jurisprudence,25 scholars have endorsed a collective per‐

spective for regulating data-driven harms.26 Aiming at “meaningful transparency”,27 this requires far more

than just disclosing ad-targeting criteria or funding details, or creating public ad-databases divorced from the

harmful effects of data loops. Rather, a broader “supervisory perspective” is needed to correlate outgoing

user information with incoming personalised content in order to identify harmful commercial and political

microtargeting and interest misalignment.28 This heightened informational scrutiny, however, leads to a

larger regulatory dilemma. As a prominent free speech scholar observed already in 2016, “the more speech-

protective the government’s policy, the more hands-on the government’s approach will need to be”.29 That is

to say, a regulatory dilemma arises owing to such extreme forms of informational transparency. The very

“supervisory perspective” needed for identifying and exposing microtargeting and interest misalignment

unfortunately also confers unprecedented possibilities for privatised governmental censorship and regulat‐

ory capture. As opposed to earlier predigital eras, regulating online speech invariably places the government

in our proverbial editorial office. Ironically, without this extreme level of informational surveillance, regulatory

proposals such as PAR risk only endorsing transparency without accountability.

III. PAR’s Essential Aims and Features

1. Regulatory aims

PAR aims to contribute to the proper functioning of the EU’s internal market for political advertising, and to

protect fundamental rights and freedoms – particularly the right to privacy and the protection of personal

data (Art. 1(4) PAR). Responding to digital technologies and the use of social media in electoral campaigning

that offer political actors massive reach at low cost,30 PAR introduces harmonised transparency rules regard‐

ing online political campaigning for each of the EU’s 27 Member States.

2. Regulatory features

Despite its apparent complexity, PAR comprises four main regulatory features: (1) labelling and transparency

requirements; (2) establishing a public database for political ads; (3) restricting political microtargeting and

foreign electoral interference; and (4) sanctioning non-compliance.

First, political ads must be clearly labelled and include an easily retrievable notice disclosing details such as

its sponsor, any controlling entity, the electoral process to which the ad refers, the amounts paid, and any

microtargeting or ad-delivery methods used (Arts. 11, 12 PAR). Notices must be accessible contemporan‐

eously with the original ad (e.g. via QR-Code) and (like DSA) provide a “notice-and-action” mechanism for

reporting non-compliant ads (Art. 15 PAR).
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Second, both the ad and notice must be submitted to a European repository established by the Commission

(Art. 13 PAR) – a public database available in machine-readable format. If the publisher is a very large online

platform (VLOP) within the meaning of Art. 33 DSA, it can use its general ad repository. However, as with all

PAR record-keeping, VLOPs must facilitate access for seven years after the ad was last posted (Arts. 12(4),

13 PAR).

Third, PAR permits targeted online political advertising, subject to three conditions (Art. 18 PAR): (1) the

controller (i.e. data processing entity) must collect the personal data directly from the subject; (2) the latter

must explicitly consent to the processing of their personal data for political advertising; and (3) the

processing cannot involve “profiling” (i.e. “any form of automated processing of personal data”) using

special data categories (e.g. race or ethnicity, political opinions, etc.) as referred to in Art. 9(1) GDPR.

Importantly, PAR prohibits political microtargeting to minors (Art. 18(2) PAR). Foreign electoral interference

is restricted by a so-called “silence period”, which prohibits provision of political advertising services to non-

EU or otherwise unqualified foreign sponsors (or service providers) within three months of an election or

referendum organised at EU, national, or regional levels (Art. 5(2) PAR).

Fourth, like the DSA, PAR imposes indexed financial penalties for non-compliance. Fines must not exceed 6%

of the annual income or budget of the sponsor or the provider of political advertising services (as applic‐

able), or 6% of the sponsor’s or provider’s annual worldwide turnover in the preceding financial year (Art. 25

PAR).

IV. Political Advertising’s “Regulatory Loophole”

This is about where regulatory certainties end as PAR’s scope of application seems unclear in one important

respect. A close look at the definition of “political advertising service” in Art. 3(5) PAR reveals a drafting

irregularity that appears to obscure PAR’s regulatory reach. It reads:

‘political advertising service’ means a service consisting of political advertising with the

exception of an online ‘intermediary service’, as defined in Article 3, point (g), of Regulation

(EU) 2022/2065, that is provided without consideration, for the preparation, placement,

promotion, publication, delivery or dissemination for the specific message.

The source of ambiguity originates from the attempt to exempt “intermediary services” from the definition of

“political advertising service”. Notably, Art. 3(g) DSA divides “intermediary services” into three distinct

categories: (1) “mere conduit” service; (2) “caching” service; and (3) “hosting” service (e.g. social media plat‐

forms).

Difficulty arises when attempting to discern what the words “provided without consideration” modify. If

interpreted to restrict the definition of “political advertising service”, a tension arises between the categorical

exclusion of conduit, caching, and hosting intermediaries, and the further obligation to saddle “political ad‐

vertising publishers” (defined in (Art. 3(13)) with the full suite of transparency obligations under PAR. While

mere conduit and caching services (i.e. non-curatorial) – along with purely private and purely commercial

messages – are clearly and understandably exempt from PAR’s application, exempting “hosting services”

captured by the definition of “political advertising publisher” makes considerably less sense.

By contrast, if “provided without consideration” modifies the exempted online “intermediary services” (under

DSA), a crucial policy factor comes back into focus. Specifically, this interpretation is consistent with the

reassurance in Recital 47 that PAR should not apply to unpaid content uploaded by users of an online inter‐

mediary (e.g. hosting) service, such as a social media platform. In short: no paid “political advertising

service”, no transparency obligations. So, why rely on political advertising services when one could simply
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use a platform’s basic posting functionality? As the following two examples show, this regulatory loophole

has already generated serious socio-political consequences.

First, as political campaigns increasingly take place in the digital sphere, modern electioneering is not merely

conducted through ad-distribution services, but involves direct engagement with potential voters on politi‐

cians’ home turf – namely, on their own private social media feeds. The political right has mastered this type

of voter engagement.31 In Germany, a good example is Maximilian Krah of the Alternative für Deutschland

(AfD) party, who has gathered a huge audience on TikTok. As Krah’s growing popularity and the last German

federal election have shown,32 PAR risks inadvertently prompting a surge in unregulated political advertising

through the existing posting function on platforms.

Second, the use of TikTok by Romanian presidential candidate Călin Georgescu has sparked a debate about

digital campaigning in the context of the last Romanian presidential election. The election was annulled by

the Romanian Constitutional Court.33 It commented on Georgescu’s use of his personal TikTok account to in‐

fluence voters and held that the presidential electoral process had been subverted. The Court emphasised

that Georgescu had unfairly benefitted from aggressively promoting his political messages through digital

platforms’ algorithms, which had effectively circumvented the electoral legislation and led to misinformation

and voter manipulation.34

In the end, despite PAR’s explicit commitment to “fully respect fundamental rights” in its objectives and

application, this regulatory loophole not only inadvertently emboldens right-wing populist parties and

candidates, but also appears to pose a considerable threat to the openness and accountability of EU

electoral mechanisms.

V. Undertheorising Democratic Free Speech
Rationales

Besides uncertainties about its application, PAR also raises vital fundamental rights concerns. As comment‐

ators acknowledged early on in the regulatory debate about online manipulation, “[b]ecause of free speech

norms, policymakers must tread carefully when regulating political speech, and when regulating political ad‐

vertising”.35 While the scholarly literature on the nature and suitability of political microtargeting — and

“online manipulation” more generally — invokes conventional free speech conceptions of autonomy, chilling

effects,36 and participatory and deliberative democracy, this scholarly discussion remains undertheorised

and therefore regulatorily deficient in one key respect. Specifically, as with other areas of freedom of

expression regulation — public libel law37 being especially illustrative — existing scholarship consistently

overlooks perhaps the most relevant free expression justification for regulating the threats of political

microtargeting: the “checking function” rationale and its link to democratic accountability.38 This undertheor‐

ising manifests in two distinct but related ways pertinent to regulators on both sides of the Atlantic.

1. Conflating democratic free-speech values

The first form of undertheorising involves scholarly attempts to expand “data-driven” harms to include those

affecting democracy more broadly, where the scalable effects of online manipulation are routinely (and

imprudently) masked by subsuming the checking function within classic Meiklejohnian notions of deliberat‐

ive democracy.39 The upshot is a disproportionate focus on free speech’s “information conduit” role in im‐

parting and receiving information — as guaranteed under Art. 10 of the European Convention on Human

Rights (ECHR) and Art. 11 of the Charter of Fundamental Rights of the European Union (Charter) — rather

than minding the impact of PAR’s “harmonising” strategy on the institutional press’ vital watchdog role of
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holding power to account. Whether purporting to assess political microtargeting’s advantages and disad‐

vantages,40 or the inevitable “trade-offs” between different and often conflicting democratic values and

ideas,41 a vital shortcoming of regulatory analyses is the systematic disregard of the checking function

rationale — a crucial component in achieving a precise regulatory balance between competing rights, in‐

terests, and values. In effect, by overlooking the checking function and its connection to the press’ vital but

waning “fourth estate” role,42 when one explicitly acknowledges political microtargeting’s hidden and manip‐

ulative nature, regulatory evaluations necessarily understate its harmful socio-political effects on democracy.

This undertheorising can have serious and disruptive regulatory and doctrinal outcomes. As recent compar‐

ative law scholarship has revealed, “our ability to diagnose and understand contemporary problems falters

when we encounter breakdowns in the theory-doctrine interface”.43 As reported in the comparable context of

online defamation, our strongest guarantee of sound regulation and doctrine “depends on ensuring a com‐

plete inventory of fully articulated free expression justifications carefully applied to relevant issues and

disputes. The effects of the Internet, however measured, cannot sidestep this basic requirement”.44 As

threatened in the context of PAR’s regulatory approach to political microtargeting, at stake is no less than the

likelihood of inadvertently promoting arbitrary regulatory measures at odds with our most fundamental

political values.

2. Political microtargeting as “speech”

A further form of undertheorising is raised by reflexively interpreting political microtargeting as a protected

form of political communication or “speech”, a disquieting scholarly approach seen both in Europe and North

America.45 Importantly, whether in either context, if microtargeting is uncritically presumed to be political

“speech”, our regulatory focus will remain elsewhere than on tracking its fundamental inconsistency with

underlying freedom of expression justifications, particularly the checking function rationale.

As a recent commentary on the nature and threats of political microtargeting has shown,46 a key component

of its proper regulation will be engaging in a careful assessment of its doctrinal and theoretical status as a

form of protected speech. Despite temptations to equate political microtargeting with political communica‐

tion, or to interpret it in a Meiklejohnian manner consistent with notions of deliberative democracy and the

basic structure of Art. 10 ECHR and Art. 11 of the Charter (i.e. as the dyadic imparting and receiving of in‐

formation),47 a recent vein of scholarship on algorithms’ status as “protected speech” has sensibly advised 

against such presumptive views.

In the context of US First Amendment doctrine, Columbia Law Professor Tim Wu has convincingly argued

that the law contains a “de facto functionality doctrine” that “must be central to any consideration of

[regulating] machine speech”.48 In other words, in the absence of any suspicious governmental censorship

motives, this “functionality doctrine” will be the main dividing line between constitutionally protected

“speech” and other forms of communication. This doctrine, according to Wu, operates in two distinct ways.

The first category of information excluded from First Amendment protection is where it is simply “too distant

or mechanical to be speech”.49 Wu explains that this covers those who handle or transform information in a 

non-curatorial manner “usually lacking specific choices as to content, [who] lack specific knowledge as to

what they are handling, or do not identify as the publisher of the information”.50 Telephone services, for ex‐

ample, have historically fallen outside the ambit of free speech rights as they were treated as essential

utilities, not as “speakers”. The second category of excluded speech are “communicative tools”, where the

information conveyed is functional—viz., it performs some task other than the communication of ideas. Wu

references both ordinary maps and navigational charts as paradigmatic examples of such “communicative

tools”. In the end, the largely unstated reasons courts give for denying constitutional protection to non-

curatorial carriers or communicative tools, is their reluctance to extend free speech regulation into areas
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where other motivations are paramount and/or to quell the opportunism of lawyers trying to use the

Constitution to achieve goals unrelated to speech.51

Furthermore, without incorporating this functionality doctrine as a missing regulatory piece of the puzzle,

uncritical and reflexive application of the now decades-old “code is speech”- model will continue to yield

results both absurd and disruptive that cannot be taken seriously. Interestingly, in a bid to “roll back” the

regulatory overestimation of “[…] the significance of computer code’s superficial resemblance to words on a

page”,52 and to prevent further overprotection of computer code secured during the first wave of internet

cases, free speech scholar Kyle Langvardt has recommended adopting a “threshold test” patterned on Wu’s

“functionality doctrine”. This would work by “quarantining” new code cases (e.g. those involving algorithms

and machine learning) from “mainline First Amendment doctrine so that they are not decided under the

same set of [overbroad] tests”.53 As this discussion shows, deciding that political microtargeting constitutes

“political speech” involves a considerably more complex and careful analysis, whether in European or

American jurisdictions.

At last, just as framing data misuse within conventional privacy norms has been criticised as an “outmoded

paradigm” that neglects growing harms to democracies, this narrowing of democratic free speech rationales

(and over-constitutionalising of computer code) risks greatly limiting our understanding of the full extent and

severity of political microtargeting. This theoretical oversight obscures the reasons why we should be con‐

cerned with its regulation and/or outright prohibition in the first place.

VI. Conclusion

Which brings us full circle. Viewed in light of the scholarly foundations of microtargeting, PAR’s regulatory

approach (and even mere existence) raises many questions, in the end overpromising and underdelivering on

its avowed policy aims. First, despite the apparent lack of regulatory fragmentation that would justify the

EU’s push to “harmonise” transparency obligations,54 PAR’s reliance on conventional data protection

paradigms and limited regulatory reach effectively endorses only transparency without accountability. With

the exception of bald compliance (re)assurances in regulated entities’ annual reports, harmful political

microtargeting and interest misalignment will in all likelihood remain undetected unless a collective

perspective that correlates outgoing user data with incoming personalised content is adopted. Second, PAR

continues to overlook the insufficiency of existing user “consent” requirements. Whether confronted with

personalised content or not, it remains unclear how users can meaningfully (let alone “explicitly”) consent to

unforeseeable secondary (and even tertiary) data aggregation, disposition, and manipulation. Third, as

evidenced by Maximilian Krah and Călin Georgescu’s use of their private social media feeds, a noticeable

regulatory loophole risks prompting a surge in unregulated political advertising through platforms’ existing

posting functionality. Finally, this article has explained that persistent undertheorising of microtargeting’s

harmful effects precludes a full evaluation of its compatibility with democratic principles. While digital media

regulation inevitably involves trade-offs between different and often competing democratic values, it is

difficult to determine which regulatory approach best serves democracy, or even which understanding of

democracy should prevail, without fully canvassing the nature and implications of each rationale. Under such

circumstances, PAR’s overall approach, expected benefits, and effects are in the end far from clear.
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