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ABSTRACT 

With the rise and spread of ICT-enabled crimes and illicit  money
flows (IMFs), law enforcement authorities and financial intelligence
units need innovative investigative tools and skills,  and organisa‐
tional and regulatory adjustments to counter crime. The multi-dis‐
ciplinary TRACE project is developing AI solutions to identify, track,
and  document  IMFs  to  pave  the  way  for  effectively  prosecuting
money laundering and predicate offences and recovering criminal
proceeds. In this article, the authors present the TRACE project to
reveal some of the challenges faced by law enforcement authorit‐
ies in adopting AI-driven investigative tools, taking into account the
ongoing legislative procedures in preparation for the adoption of
the EU Artificial Intelligence Act. It  is argued that more empirical
research  is  required  on  the  design  and  feasibility  of  these  AI-
enabled tools given their implications for various legal principles,
such as privacy,  data  protection,  and the right  to  a  fair  trial.  An
“ethics and rule of law by design” approach, as is also being pur‐
sued by the TRACE project, is mapped out as a robust framework
for developing AI tools intended to be used for law enforcement
purposes.
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I.  Introduction

Rooted in popular culture, the catchphrase “follow the money” is often invoked in the context of

investigations aimed at uncovering financial malfeasance.1 As Europol notes: “To effectively disrupt and

deter criminals involved in serious and organised crime, law enforcement authorities need to follow the

money trail as a regular part of their criminal investigation with the objective of seizing criminal profits”.2

This is particularly true for investigating money laundering, which involves disguising the proceeds of

criminal activity (predicate offences) to make them appear legitimate. By following the money trail, namely

identifying individuals, companies, or transactions that require closer scrutiny, law enforcement authorities

(LEAs) are able to seize criminal assets and profits, and bring offenders to justice.3

The European Union (EU) and its Member States are not immune from cross-border financial crime, including

but not limited to money laundering. To address this phenomenon, the EU has taken various legislative

measures and is currently negotiating a new anti-money laundering and countering the financing of terrorism

legislative package that was first proposed in July 2021.4 The creation of the European Public Prosecutor’s

Office (EPPO) consolidated the EU’s institutional framework in this regard.5 While it is also putting in place

steps towards a more efficient legal framework for combatting financial crime, the development of new

technologies has opened up new opportunities for criminals to exploit in many different areas, such as

crypto-assets and fast internet connections.6 Notwithstanding the above, such technologies may also revolu‐

tionise the way LEAs gather and evaluate evidence in order to assist criminal justice authorities in

prosecuting crime effectively, particularly to the extent that borderless crime requires cross-border coopera‐

tion.

Combining expertise in computer engineering, law, and social sciences from academia, policy makers, and

law enforcement agencies, the TRACE project has embarked on exploring illicit money flows (IMFs) in the

context of six use cases: terrorist financing, web forensics, cyber extortion, use of cryptocurrency in property

market transactions, money laundering in arts and antiquities, and online gambling.7 Its ultimate goal is to

equip European LEAs with the tools and resources necessary to identify, track, document, and disrupt IMFs in

a timely and effective manner. This can involve, among other things, the analysis and visualisation of

financial data (virtually in any given language), the identification of suspicious financial activity patterns, and

collaboration with other agencies to share information. These tools are developed with the help of cutting-

edge technologies, such as artificial intelligence (AI) and machine learning (ML). As a consequence, they

should represent trustworthy solutions adhering to the rule of law, fundamental rights, and ethical design

principles. For this purpose, the TRACE project has a dedicated work package (WP8) on the ethical, legal, and

social impact of the AI solutions it develops.8

Informed by the research conducted for the TRACE project, this article outlines some of the key findings on

the use of AI in law enforcement settings as follows: Firstly, it provides a conceptual framework, including a

definition of AI (Section II). Secondly, it explains how AI systems may reshape law enforcement with an

emphasis on crime analytics (Section III), and which law governs such uses of AI (Section IV). In doing so,

the article employs EU law as a system of reference and sheds light on the AI governance model included in

the European Commission’s Proposal for a Regulation laying down harmonised rules on AI (EU AIA).9 Finally,

by critically analysing the EU legal regime for AI, the article identifies key shortcomings and offers

suggestions and recommendations (Section V).
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II.  Conceptual Framework: Definition of AI and Data
Informing AI Systems

Although there is (still) no unanimously accepted definition of AI,10 the past two decades have been marked

by the exponential development of AI systems using algorithms, statistical models, and other techniques.

These are used to analyse and interpret large amounts of data (originating from various sources and often

referred to as “big data”), with the help of advances in computing power, and to make predictions or

decisions based on the analysis of this data.11 This goes hand in hand with the diversification of AI applica‐

tions, including natural language processing, image and voice recognition, autonomous vehicles, and

predictive analytics.

At policy-making level, as early as in 2018, the UK government referred to AI in its Industrial Strategy White

Paper as: “[t]echnologies with the ability to perform tasks that would otherwise require human intelligence,

such as visual perception, speech recognition and language translation”.12 In the same year, the European

Commission, in its Communication on AI for Europe, emphasised not only the element of intelligent

behaviour, but also the degree of autonomy AI systems may present.13 Furthermore, the Commission set up

a multi-disciplinary expert group, namely the High-Level Expert Group on AI (AI HLEG) to clarify the definition

of AI and to develop ethics guidelines for trustworthy AI.14 The findings of this group have informed the first

attempt to regulate AI at EU level, i.e. the EU AIA, which includes a proposal for the first formal legal

definition of AI. In particular, art. 3 nr.1 EU AIA defines an “AI system” as: “software that […] can, for a given

set of human-defined objectives, generate outputs such as content, predictions, recommendations, or

decisions influencing the environments they interact with”.15 Designed to classify AI as a sociotechnical

concept, this definition has also been used by the TRACE project.

AI applications are data-driven applications. The data used to train an AI system, and the data it processes,

depend on the type of tasks a system is designed to perform. AI systems intended to be employed for law

enforcement purposes are no exception, namely they require various types of data, whether personal16 or

not, to become effective. This may include, for instance: 1) data on past criminal activity that can be used to

train AI systems to forecast criminal activity, 2) social media data that can be analysed to identify

behavioural patterns that correlate with suspicious activity, 3) demographic data, such as age, gender, race,

that can be used to inform decisions about the allocation of law enforcement resources, or 4) travel, commu‐

nication, and financial data, the combination of which can decode the specifics of past criminal activity.

Gathering and processing data for developing, training, and using AI systems may raise significant ethical

and legal issues, including but not limited to privacy, data protection, bias, and due process.17 To capitalise

on the benefits of data-driven applications in a law enforcement environment, it is therefore imperative that

the respective algorithms are trained and supplied with accurate data, previously collected in appropriate

contexts, and that this data is properly linked, in order to avoid false negatives and, more importantly, false

positives.18 What is more, the data used to train an algorithm may reflect discriminatory practices and

entrench biases.19 One danger of algorithmic bias is the generation of a bias “feedback loop”, in which the

analysis or predictions of an ML-based system influence how the same system is validated and updated.20 In

other words, this is a case of algorithms influencing algorithms, because their analysis then influences the

way LEAs act on the ground.21 If the algorithmic output were to be used in law enforcement decisions or

even as evidence in a courtroom, this reality could adversely affect the rights of the defence and lead to

severe consequences, including deprivation of a person's freedom.22 This suggests that high-quality and ac‐

curate data is needed to ensure that the resulting predictions, decisions, or actions are also accurate, fair,

and unbiased. In fact, the respective AI systems should be tested and audited for accuracy and fairness on a

regular basis.23
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III.   Use of AI in Law Enforcement Settings

The use of AI for law enforcement purposes has already been challenged by legal scholars with the focus

placed predominantly on predictive policing and facial recognition, that allows for the automatic identifica‐

tion or authentication of individuals, and on AI applications employed in criminal proceedings to calculate

the risk of recidivism.24 The EU AIA covers the use of AI in law enforcement settings in two scenarios. Firstly,

it prohibits the use of real-time remote biometric identification systems in publicly accessibly spaces unless

this is strictly necessary for achieving the purposes set out in art. 5 (1) lit. d.25 Secondly, the EU AIA classifies

other AI systems employed for law enforcement purposes as high-risk (art. 6) – based on the risks they may

pose to fundamental rights (recital 38) – and stipulates a series of legal obligations on their providers (see

Section IV). In particular, point 6 Annex III to EU AIA introduces a typology of high-risk automated law

enforcement, including AI systems intended to be used:

For individual risk assessments of natural persons in order to assess the risk of (re-)offending or the

risk for potential victims of criminal offences (lit. a);

As polygraphs and similar tools or to detect the emotional state of a natural person (lit. b);

To detect deep fakes (lit. c);

To evaluate the reliability of evidence in the course of criminal investigations or crime prosecution (lit.

d);

For predicting the (re-)occurrence of an actual or potential crime based on profiling of natural persons

(art. 3 (4) Directive (EU) 2016/680) or assessing personality traits and characteristics or past criminal

behaviour of natural persons and groups (lit. e);

For profiling of natural persons in the course of crime detection, investigation or prosecution (lit. f);

For crime analytics regarding natural persons, allowing LEAs to search complex related and unrelated

large data sets available in different data sources or in different data formats in order to identify

unknown patterns or discover hidden relationships in the data (lit. g).

This typology does not include AI-driven consumer products that may not be intended for law enforcement

purposes but do have the potential to produce an output of probative value that could be evaluated as a

piece of evidence before criminal courts.26

In the context of AI-driven crime analytics, AI can be used to organise, categorise, analyse, and interpret

suspicious activity reports and evidence and, in particular, electronic evidence (such as online shopping,

financial transactions, emails, chat logs, social media posts, and the corresponding subscriber and traffic

data) with the aim of consolidating the prosecution files. This suggests that the respective evidence,

corresponding to past criminal activity, has already been collected, with or without the help of AI applica‐

tions. In that sense, the focus lies on identifying patterns in the data available to LEAs and connections that

may not be visible to human analysts or the detection of which may be particularly resource- and time-con‐

suming.27

The TRACE tools, which are aimed at disrupting IMFs that usually comprise voluminous, often publicly

accessible data, fit better into the category of AI-supported crime analytics (point 6, lit. g EU AIA),

considering that their current design does not allow for individual risk assessment or for profiling of specific

natural persons. Based on this classification, the TRACE consortium has decided to comply with the require‐

ments set out in arts. 6–52 EU AIA. Interestingly, however, all Compromise Texts released to date and the

• 

• 

• 

• 

• 

• 

• 
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Council’s General Approach to the EU AIA do not list AI-supported crime analytics anymore under high-risk AI

systems and, thus exempt the providers of those systems from complying with the requirements for

developing high-risk AI.28

IV.   What Law – If Any – Governs AI Systems in Law
Enforcement Settings?

Currently, there is no specific law in the EU that governs the use of AI in law enforcement settings. However,

there are several existing legal frameworks that may apply to the development and use of AI in general and

AI-driven crime analytics in particular.

1. Data protection and management

The rights to privacy and to personal data protection (arts. 8 European Convention on Human Rights (ECHR);

7–8 Charter of Fundamental Rights of the EU (CFR)) are cardinal with respect to both the development and

the use of AI applications. Out of the EU laws setting out data protection and management rules, the focus

lies on Regulation (EU) 2016/679 (a.k.a. GDPR), and Directive (EU) 2016/680,29 known as LED. The envisaged

TRACE tool, which is intended to assist LEAs in investigating IMFs by, inter alia, visualising nodes and edges

in real-life scenarios of money laundering and various predicate offences, cannot fully exclude access to and

processing of personal data, even if publicly accessible data is given priority.

For data protection purposes, it is important to distinguish the stage of developing AI-driven crime analytics

tools, which is governed by the GDPR, from that of LEAs applying such tools for operational purposes. The

latter is governed by the LED to the extent that processing of personal data takes place. The LED – whilst

having the same axiological basis as the GDPR, presents different nuances as to, for instance, enforceable

data subject rights or the powers of data protection authorities related to the particularities of the police and

criminal justice environment (see recitals 10, 11).30 This means that personal data has to be processed law‐

fully for law enforcement purposes and that such personal data processing is also governed by the prin‐

ciples of purpose limitation, data minimisation, accuracy, storage limitation, integrity, and confidentiality (art.

4 (1) LED). However, similar to data subject rights, these principles have been adapted to ensure a certain

level of flexibility, in order to accommodate special security-related needs and day-to-day law enforcement

practices.31

When it comes to the lawfulness of personal data processing for law enforcement purposes, the LED is more

restrictive compared to the GDPR and its legal bases for personal data processing (art. 6 GDPR). More

specifically, art. 8 (1) LED states that:

Member States shall (emphasis added) provide for processing to be lawful only if and to the

extent that processing is necessary for the performance of a task carried out by a competent

authority for the purposes set out in Article 1(1) [namely prevention, investigation, detection or

prosecution of criminal offences or the execution of criminal penalties, including the safe‐

guarding against and the prevention of threats to public security] and that it is based on Union

or Member State law.

The processing of personal data is therefore only legal if it is linked to a task within the Directive’s scope, as

specified in the domestic laws transposing it.32

Art. 9 LED is applicable in the testing phase of AI-driven applications, when LEAs use LEA datasets that are

only available to them. This dictates that personal data collected by competent authorities for the purpose of
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the prevention, investigation, detection, or prosecution of criminal offences, or the execution of criminal

sanctions may only be processed for other purposes, if such processing is authorised by Union or Member

State law. In this case, the GDPR is applicable, unless the processing is carried out as part of an activity

which falls outside the scope of Union law (art. 9 (1) LED). The GDPR is also applicable when LEAs process

personal data for, inter alia, scientific purposes (art. 9 (2) LED).

Furthermore, LEAs, in their capacity as data controllers, are obliged to conduct a data protection impact

assessment (DPIA) as required by art. 27 (1) LED “where a type of processing, in particular, using new

technologies, and taking into account the nature, scope, context and purposes of the processing is likely to

result in a high risk to the rights and freedoms of natural persons”. At a minimum, the DPIA must contain: a

general description of the envisaged processing operations; an assessment of the risks to the rights and

freedoms of data subjects; the measures envisaged to address those risks; safeguards; security measures;

and mechanisms to ensure the protection of personal data and to demonstrate compliance with the LED

(art. 27 (2) LED). Importantly, the LED’s wording makes a DPIA mandatory when it comes to the use of new

technologies for personal data processing in a law enforcement environment.33 This suggests that the future

use of TRACE tools on the part of national LEAs will require a DPIA.

Finally, gathering and processing non-personal data is governed by Regulation (EU) 2018/1807,34 which

“aims to ensure the free flow of data other than personal data within the Union by laying down rules relating

to data localisation requirements, the availability of data to competent authorities and the porting of data for

professional users” (art. 1). Data localisation requirements may be imposed on grounds of public security

(including crime investigation, detection, and prosecution) in compliance with the principle of proportionality

(art. 4 (1)). Recital 9 expressly refers to AI as one of the major sources of non-personal data – with

aggregate and anonymised datasets used for big data analytics being a specific example of non-personal

data. Should it become possible to turn anonymised data into personal data, such data is to be treated as

personal, and the GDPR applies accordingly.

2. Protection of fundamental rights

When AI is employed in fields tightly linked to public governance, such as law enforcement, it is necessary to

broaden the scope of human rights considerations, namely to go beyond privacy and data protection as part

of the ethical and legal impact assessment of the respective applications.35 In other words, one should take

a holistic approach to the protection of human rights of the affected individuals.36 This also includes proced‐

ural fundamental rights, considering that, for instance, AI-driven crime analytics aims at organising and

evaluating information of probative value for crime prosecution purposes. Thus, the legal framework that

governs the utilisation of AI in law enforcement settings should comprise the ECHR and the CFR,

complemented – with respect to defence rights – by EU secondary laws.37

In addition, the EU AIA adopts a risk-based approach to AI systems on the basis of their implications for

safety, health, and fundamental rights (recitals 13, 27–28). This also applies to AI systems intended to be

used for law enforcement purposes, which are classified as high-risk, considering the power imbalance

inherent in law enforcement, the risk of discrimination and unfair treatment associated with the lack of high-

quality data, accuracy, robustness as well as the risk of hampering important procedural fundamental rights

that arises from a lack of transparency, explainability, and documentation (recital 38). As such, automated

law enforcement applications must comply with certain requirements before they can be placed on the

market or used in the EU. In particular, these requirements include the establishment, implementation,

documentation, and maintenance of a risk management system (art. 9), the use of high-quality training,

validation, and testing datasets (art. 10), technical documentation that enables the assessment of the AI

system’s compliance with the requirements set out in the EU AIA (art. 11), logging capabilities (art. 12),
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design enabling the interpretability of the system (art. 13), and safeguarding human oversight (art. 14),

accuracy, robustness, cybersecurity (art. 15).38 These are significant safeguards to ensure that AI systems

used in law enforcement do not perpetuate biases or discriminate against certain individuals or groups, are

transparent and fair, and do not cause harm. In that sense, these requirements represent an important step

towards ensuring that automated law enforcement applications are used responsibly and ethically.

V. Areas of Contention and Reform

The planned decategorisation of AI-driven crime analytics as high-risk, as part of the ongoing negotiations

on the EU AIA, may be aligned with the realities of police investigations in the digital age, but remains

predominantly effectiveness-centred. This approach fails to pay heed to the risks and challenges arising

from the data-intensive character of these applications,39 the potential bias inherent in the training and valid‐

ation datasets as well as in the data which the system processes, or the risks inherent in repurposing AI and,

particularly, the inadvertent shift from pattern-based to individual-based data mining. Additionally, it does not

take into account the numerous societal concerns regarding the automation of law enforcement – concerns

primarily related to risks to citizens’ rights, ranging from privacy and non-discrimination to the fair trial

principle – emerging from the use of unchecked or not sufficiently checked AI by LEAs. Such concerns

suggest that the exceptions suggested by the Council’s Compromise Texts and General Approach to the EU

AIA should be treated with caution and require clear checks and balances.

Another area of regulation that requires further scrutiny when it comes to the specificities of using AI in law

enforcement settings is the adoption of design standards at the EU level in order to ensure the responsible

and ethical use of such AI applications in the future. The design frameworks for such standards and

regulations must be informed by ethics, the rule of law, and fundamental rights.40 This presupposes the co‐

operation between multiple stakeholders, including technology experts and end-users, policy- and law-

makers, civil society, and affected individuals. Indeed, one of the unique features of TRACE Project is that

scholars with legal, social, and ethical background are working closely with technical partners, LEAs and an

independent ethics advisory board in an open dialogue so as to understand and provide solutions to all the

relevant issues raised by AI tools. This multidisciplinary and collaborative style of research should be

encouraged for the development of AI tools. The TRACE tripartite methodology of fundamental rights

sensitive design41 can serve as a reference for the future development of AI tools for law enforcement pur‐

poses.

VI. Conclusion

AI tools have the potential to assist investigators in analysing large amounts of data quickly and accurately,

allowing them to identify patterns and insights that may be significantly more difficult to discern manually.

With these upsides also come downsides– revealing, thus, the need for regulation. While there are various

legal instruments which could be applied to AI in law enforcement, it is essential to have a comprehensive

legal framework for the development and use of AI systems in general, and for law enforcement specifically.

To that end, further multi- and interdisciplinary research and knowledge exchange are required. The TRACE

Project is a good example of this approach, which is desirable not only for the development of AI tools in

compliance with the rule of law and fundamental rights, but also for instilling societal trust in AI.
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